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Abstract. We describe in this work a new algorithm for the training of an
associative memory based on the so-called multi-layered morphological
perceptron with maximal support neighborhoods. We describe how to improve
the original algorithm by adding new steps at the training phase. We have
performed several experiments with real patterns where we show the superiority
of the new proposal. We also give formal conditions for correct classification.

1. Introduction

Neural networks are a computational alternative to solve problems where it is difficult
to find or there is no an algorithmic solution. Based on the functioning of the human
nervous system, lots of researchers have proposed different neural processing models.
The study of the internal structure of the neural cells has revealed that all cells have the
same simple structure, independently oftheir size and shape (Fig. 1).
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Figure 1. Structure of a biological neuron.

Information from this cell voyages through the signals that neurons send to other
neurons through their dendrites. It is believed that the cellular body adds up the
received signals; when enough inputs are available a discharge is produced. Initially.
this discharge occurs in cellular body, it propagates between the axon until the
synapses that sends a new signal to the other neurons.
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One of the drawbacks of this proposal to build the supports is that if two of these

supports are too close, the radius of their neighborhoods reduces drastically.

In [7] it is proposed another method to increase the neighborhoods of the supports

by means of the kernels' method. According to [7], with this the ran
ge of permissible

noise is increased. However, this method makes exp
ensive the computational cost and

besides it imposes restrictions over the patterns very difficult to get.

In the following section we describe a new wa
y to train this kind of associative

memories that will allow, as we will see, to obtain wider support neighborhoods.

3. Proposed training algorithm

If we suppose that a pattern is represented in terms of n descri
bing features, then at

each coordinated axis we can compute the variation obtained per feature by ordering all

components. By computing the average of variability per pattern it is possible to define

a threshold. For practical purposes, this threshold allows to consider if two patterns can

be considered to be the same from the point of view of one of their components. This

way we avoid having very tiny supports with respect to the coordinated axis. This way

the drawback of the algorithm described in last section is surpassed.

For i-1 tom

A=sont(X,)

U-(A-A)/2

Next i

Figure 3. Flowchart to get average variation threshold.

The algorithm to find the average variation threshold by axis is observed in Fig. 3.

In this case, X is a matrix of n×m. At j -th column it is j-th pattern, while at i -th

line are the n features ofthe i -th axis of each pattern. In U, it is the average variation

threshold for the i-th axis. The key point for the training of the multi- layered

morphological perceptron consists on constructing the supports for each pattern. In

general, these supports must be disjoint two by two to avoid that two patterns are

assigned to the same output.

In some cases we have patterns that are too close: the neighborhoods of both
patterns present occlusions. In this particular case we follow the original algorithm only

for the component where occlusion occurs. Evidently if all patterns are too close the

proposal is the same as the original algorithm.

With these arrangements we have disjoints supports two by two. This is fulfilled in
the proposed algorithm thanks to the following:
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The neighborhoods obtained by using this threshold value are shown in Fig. 5. In
this case we do not take into account the possible occlusions that can occur. We use
this approach in order to compare with the results with the new approach. Thedifferences between the proposal and original one can be immediately appreciated. In
this second case the range on noise for each pattern, as can be appreciated, is bigger.

Although, in some cases when we want recognize original patterns (patterns that
are not affected by noise) we get mistakes during classification because two or more
patterns are assigned at same support neighborhood.

c) Solution obtained by means of algorithm proposed in this paper (second
variant):

We apply the same procedure used by the first variant, but in this case the
neighborhoods present occlusions, we apply the original algorithm. The threshold is the
same given by equation (5). We use the value of a =0.5

The neighborhoods obtained are shown in Fig. 6. We can observe that the
neighborhoods do not present occlusions and the supports for noise are bigger.

Figure 6. Neighborhoods obtained when using second variant of the
proposed algorithm.

5. Experiments

To verify the efficiency of the proposed two variants in this work with respect to the
classical algorithm described in [7] used to build neighborhood supports, we have done
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patterns of the training set of an associative memory in both its auto-associative or
hetero-associative way of operation. Experiments have been carried out that show the
superiority of the proposed variants proposal with respect to the classical algorithm.
Formal conditions for correct classification have also given.
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